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Abstract—This article is about explainable artificial intelligence
(XAI) for rule-based fuzzy systems [that can be expressed generi-
cally, as y(x) = f (x)]. It explains why it is not valid to explain the
output of Mamdani or Takagi–Sugeno–Kang rule-based fuzzy sys-
tems using IF-THEN rules, and why it is valid to explain the output
of such rule-based fuzzy systems as an association of the compound
antecedents of a small subset of the original larger set of rules, using
a phrase such as “these linguistic antecedents are symptomatic of
this output.” Importantly, it provides a novel multi-step approach to
obtain such a small subset of rules for three kinds of fuzzy systems,
and illustrates it by means of a very comprehensive example. It
also explains why the choice for antecedent membership function
shapes may be more critical for XAI than before XAI, why linguistic
approximation and similarity are essential for XAI, and, it provides
a way to estimate the quality of the explanations.

Index Terms—Explainable artificial intelligence (XAI), fuzzy
system, linguistic approximation (LA), Mamdani fuzzy system,
quality of explanations, rule-based fuzzy system, similarity,
Takagi–Sugeno–Kang (TSK) fuzzy system.

I. INTRODUCTION

EXPLAINABLE artificial intelligence (XAI) refers to the
transparency and inherent interpretability of AI models

used to derive conclusions. XAI using rule-based fuzzy systems
(fuzzy system, for short) is and has been for some time a very
hot research topic, e.g., [1]–[18]. Hagras [19] summarizes three
approaches to realize XAI:

1) Deep explanation: Modified deep learning techniques to
learn explainable features (e.g., deep learning and neural
networks).

2) Interpretable models: Techniques to learn more structured,
interpretable, causal models.

3) Model induction: Techniques to infer explainable model
from any model as a black box (e.g., if-then rules).
This article focuses on the latter approach for fuzzy
systems.

Transparency is needed in domains regulated by government
agencies, such as insurance, loans, mortgages, etc., in which it
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is essential to show that the model did not use or create any bias.
Other domains include high-stakes (e.g., portfolio re-balancing),
or mission-critical applications (e.g., power plant set-point se-
lection), in which the final decisions must be approved by a
board or accepted by plant operators who are then accountable
for such decisions.

A transparency/interpretability requirement usually comes at
the expense of performance, because black-box models can
be optimized for performance in ways that would be difficult
to apply to transparent-box models that must maintain inter-
pretability.

There is a sentiment in the fuzzy community that fuzzy rules
would be of great value in XAI because such rules use words
(which are modeled as fuzzy sets) and so they lend themselves
naturally to XAI. This article challenges that sentiment, in
a constructive way, and is motivated by [20], especially the
underlined sentence (the underlining is ours), in:

Interpretability1 is one of the core arguments often put forward by
fuzzy scholars in favor of fuzzy models—usually in a very uncritical
way. In fact, many authors seem to take it for granted that fuzzy
models or, more specifically, fuzzy rule-based models, can easily be
understood and interpreted by a human user or data analyst. Many
of these authors apparently equate “fuzzy” with “linguistic” and
“linguistic” with “interpretable,” which, of course, is far too simple.
A real “proof” of interpretability would require the presentation and
careful inspection of a fuzzy model learned from data, which is
almost never done. At best, a discussion of that kind is replaced
by the computation of certain interpretability measures, which,
however, are disputable and pretend to a level of objectivity that is
arguably not warranted for this criterion.

The overarching question to be addressed in this article is:
Is it valid to say that the output of a type-1 (T1) fuzzy system2

can be described by the rules that led to it? This may seem like
an absurd question to practitioners of T1 fuzzy systems, since
their starting point is a set of IF-THEN rules, but, as will be seen
below, it actually is a very profound question.

In order to answer this question one must first examine the
nature and design of a fuzzy system, because doing this will
expose the decisions that have been made, so that those decisions
can be re-examined, under the constraint of XAI, by means of
critical thinking.

The main contributions of this article are as follows.

1“Interpretable” and “explainable” are viewed as synonyms in this article, in
the sense that they both imply understandable.

2Due to page limitations, this investigation is limited to T1 fuzzy systems.
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1) Explanation of why it is not valid to explain the output of
Mamdani or Takagi–Sugeno–Kang (TSK) fuzzy systems
using IF-THEN rules.

2) Explanation of why it is valid to explain the output of
such fuzzy systems as an association of the antecedents
of a small subset of the original larger set of rules, using
a phrase such as “These linguistic antecedents are symp-
tomatic of this output.”

3) Novel multistep approach to obtain such a small subset of
rules for three kinds of fuzzy systems, illustrated by a very
comprehensive example.

4) Explanation of how linguistic approximation (LA) can
be used to express the antecedent membership functions
(MFs) (the symptoms) linguistically.

5) Method for estimating the quality of linguistic explana-
tions.

II. BACKGROUND

This section provides background about some popular fuzzy
systems that is necessary for examining XAI for fuzzy systems.
Its results are adapted from [21].

A. Introduction

Suppose that a fuzzy system has p inputs x1 ∈ X1, . . . , xp ∈
Xp, and one output y ∈ Y , where x1 is described by Q1 linguistic
terms (Tx1 = {X1 j}Q1

j=1), …, xp is described by Qp linguistic terms

(Txp
= {Xpj}Qp

j=1) , and y is either described by Qy linguistic terms

(Ty = {Yj}Qy

j=1) or by a function g(x1, . . . , xp) = g(x), where x =
col (x1, . . . , xp).

Definition 1. The structure of the l th generic Zadeh rule [22]
for a fuzzy system is (l = 1, . . . , M )

Rl
Z : IF x1 is F l

1 and · · · and xp is F l
p , THEN y is Gl . (1)

The structure of the l thgeneric TSK rule [23], [24] for a fuzzy
system is

Rl
T SK : IF x1 is F l

1 and · · · and xp is F l
p , THEN y is gl (x).

(2)
In both (1) and (2), F l

1 ∈ Tx1 , … and F l
p ∈ Txp

, and in (1),
because Gl ∈ Ty is a T1 fuzzy set, it is described by its MF
μGl (y). The most common choice for gl (x) is cl

0 + ∑p
j=1 cl

jx j .
Definition 2: When a fuzzy system uses Zadeh (TSK) rules

and a Mamdani implication operator (minimum or product) it is
called a Mamdani (TSK) fuzzy system [25], [26].

Zadeh and TSK rules have the same antecedent structure.
When x = x′, the antecedents are “fired”, leading to a firing level
in the l th rule for each antecedent, f l (x′

i ), so that the overall firing
level for each rule, f l (x′), is3

f l (x′) = �p
i=1 f l (x′

i ) = �p
i=1μF l

i
(x′

i ). (3)

3Equation (3) is for singleton fuzzification; more complicated computations
are needed for nonsingleton fuzzification. Due to page limitations, non-singleton
fuzzification is not examined in detail in this article; however, the conclusions
that are drawn at the end of this article are also valid for it.

In (3), � denotes a t-norm, either the minimum or product.4

During the design of a Mamdani or TSK fuzzy system,
each antecedent is granulated ahead of time into Qi linguistic
terms, which establishes that the total number of rules M =
Q1Q2 · · · Qp. In the early days of the design of Mamdani fuzzy
systems, the consequent variable y was also granulated ahead of
time into Qy linguistic terms, and then the M rules were provided
by one or more application-experts. Those days are arguably
long gone, and what now occurs is that each consequent variable
is modeled either by a single number, a MF or a mathematical
function.

B. Mamdani Fuzzy System: Centroid Defuzzifier

The centroid defuzzifier combines the fired rule output fuzzy
sets f l (x′)�μGl (y) using the union (i.e., a t-conorm, usually the
maximum), and then finds the centroid, yc(x′), of this set, as

yc(x′) =
∑N

i=1 yi max
l=1,...,M

f l (x′)�μGl (yi )
∑N

i=1 max
l=1,...,M

f l (x′)�μGl (yi )
. (4)

In (4), each f l (x′)�μGl (y) has been discretized at the N
points, y1, . . . , yN , and yc(x′) is shown as an explicit function of
x′ because f l (x′)�μGl (y) is a function of x′, so, for each x′ a
different value is obtained for yc.

C. Mamdani Fuzzy System: Center of Sets (COSs) Defuzzifier

In COS defuzzification [26] each rule consequent set is re-
placed by a singleton, cl , with amplitude equal to the firing level,
after which the centroid of these singletons is found, i.e.,

yCOS(x′) =
∑M

l=1 cl f l (x′)∑M
l=1 f l (x′)

. (5)

D. Comments

During the designs of (4) and (5), the parameters of the
antecedent and consequent MFs are usually tuned using training
and testing data.

Observe from (4) and (5) [as well as (SM-1); TSK fuzzy
systems are covered in the supplementary material (SM)],
that, regardless of which fuzzy system one uses, its output is
just a number, and f l (x′), which depends only on antecedent
MFs, is common to all of them. So, one should be able to
back-engineer the compound linguistic antecedent ′′x1 is F l

1 ,

and · · · and xp is F l′′
p from f l (x′), which would then be a

starting point for a linguistic way to explain y(x′).

III. HIDDEN CONSEQUENCE OF USING A FUZZY SYSTEM

An IF-THEN rule in the framework of crisp logic is a material
implication (p → q) and there can be many different MFs for
such an implication (e.g., Lukasiewicz, Kleene–Dienes, etc.),
each of which obeys the classical truth table for it, that is given
in Table I.

4These are the simplest mathematical operations for “and,” which is the word
in (1) and (2) that connects the p antecedent components.
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TABLE I
TRUTH TABLE: THIRD COLUMN IS FOR MATERIAL IMPLICATION, AND LAST

TWO COLUMNS ARE FOR MAMDANI IMPLICATIONS

a 1 ≡ True and 0 ≡ False.

Fuzzy logic begins with any of the MFs for crisp material
implication (whose values are either 0 or 1) and then replaces
them with the MFs of fuzzy sets (whose grades are between or
equal to 0 and 1). Table 11.1 in [27] lists 14 such MFs all of
which satisfy the truth table for crisp sets.

One branch of fuzzy logic research and applications uses
these fuzzy implication MFs to perform approximate reasoning
(e.g., [28]–[31]), but this is not the branch followed by most
engineering and computer science advocates of fuzzy systems,
due to the inherent bias in those MFs, which is due to rows three
and four of the truth table. Loosely speaking, in engineering
and computer science applications, if data are false one does not
want any system output other than zero.

Mamdani fuzzy systems [25] do not begin with any of these
fuzzy implication MFs, but instead use either minimum or prod-
uct implication, both of which no longer satisfy the truth table
for implication back in the crisp domain (see last two columns
of Table I) [32]. Whereas the first two rows in Table I are the
same for material implication and Mamdani implications, the
last two rows are different. So, when a Mamdani implication is
used, the crisp logical meaning of the starting IF-THEN rules5 is
lost. This means that linguistic interpretations for the output of a
Mamdani fuzzy system should not be stated using an IF-THEN
structure, because to do so carries the connotation of a crisp
material implication, which is no longer the case.

A TSK IF-THEN rule has no connection at all to an implica-
tion, because its consequent is a mathematical function, and so
there is no truth table for it.

Because logic has either vanished in a Mamdani fuzzy system,
or does not exist at all in a TSK fuzzy system, it is not valid to
explain their outputs using an IF-THEN rule structure. Instead,
for XAI one can associate rule antecedents with y(x′) , in much
the same way that one can associate symptoms with a disease,
using linguistic summaries, such as

Given x = x′, associated with y(x′) are x′
1 is (use a

linguistic term), . . . , and x′
p

is (use a linguistic term) (6a)

5This is well-known, and has been stated in different ways, e.g., Mamdani
[33] states: “The terms ‘logic’ in logic circuits and “fuzzy logic” in fuzzy logic
control are purely incidental, and a matter of historical evolution.” Some authors
(e.g., Mendel [34] included) have often in the past referred to a Mamdani fuzzy
system as a fuzzy logic system, but, since such a system breaks the MF of a
material implication, the use of “logic” in this phrase is misleading, which is
why the word “logic” was dropped from the title in [21].

or

Given x = x′, a linguistic term for x′
1, . . . , and a

linguistic term for x′
p are symptomatic of y(x′).

(6b)

How to determine those linguistic terms is explained in the
sequel.

IV. FORWARD PROBLEM

At a very high level, the input-output formula for any of the
Section II T1 fuzzy systems is

y(x) = f (x). (7)

Until XAI became important, the designer of (7) was only
interested in using it to solve a forward problem, i.e., given x =
x′ compute y(x′) = f (x′).

It is during the design process that the exact nature of f (x)
is established, and this requires making the following many
decisions [21, ch. 4], [35].

1) Kind of fuzzy system: Mamdani or TSK.
2) Kind of fuzzifier: singleton or non-singleton.
3) Kind of t-norm: minimum or product.
4) How fired rule output sets are combined: union, addition,

no combining.
5) Kind of defuzzifier (centroid, center-of-sets, etc.).
6) Number of input variables p.
7) Number and labels of terms per input: {X1 j}Q1

j=1, …,

{Xpj}Qp

j=1.
8) Number and labels of terms for, or structure of output

(Mamdani fuzzy systems use {Yj}M
j=1 or {c j}M

j=1; TSK
fuzzy systems use {gl (x)}M

l=1 , where gl (x) must be spec-
ified).

9) Number of rules M.
10) Kind of MFs, e.g., triangle, trapezoid, Gaussian, etc.
11) Kind of MF parameters, e.g., pre-specified or optimized

(tuned).
When one is only interested in using (7) to solve a forward

problem, then it is now well known that:
1) TSK fuzzy systems often can achieve better performance

than Mamdani fuzzy systems because of their functional
rule consequents.

2) Nonsingleton fuzzification is more complicated than sin-
gleton fuzzification, but it can lead to improved perfor-
mance when measured variables are noisy.

3) Both minimum and product t-norms lead to acceptable
system performance, but the product may be easier to use
since it does not require a test, and is inclusive because
it does not throw away most of the information, whereas
the minimum is very exclusive, since it chooses only the
smallest value.

4) When computation time is important, taking the union
of fired rule output sets is not advocated.

5) The number of input variables no longer seems to be
an issue because today competitive neural networks are
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designed with thousands of layers and billions of param-
eters.

6) Greater resolution is accomplished by using more terms
for each variable.

7) The linguistic names that are given to each term’s fuzzy
sets are unimportant, because (7) does not involve the
names of the fuzzy sets, but instead only involves MF
formulas.

8) For p inputs there will be M = Q1Q2 · · · Qp rules. In-
creasing p and/or Qj causes rule explosion.

9) Fuzzy systems seem to be robust to the choices of the
MFs, so some prefer Gaussians or bell-shaped rather than
triangles or trapezoids, whereas others prefer triangles or
trapezoids.

10) Tuning of MF parameters using a supervised training
method is better than specifying those parameters man-
ually, because supervised training uses data (the data
speaks).

11) Universal approximation holds (i.e., has been proved) for
many fuzzy systems, which leaves one with confidence
that (7) is able to uniformly approximate any real contin-
uous function on a compact domain to arbitrary degree
of accuracy.

V. NUMBER OF ANTECEDENTS

The number of antecedents p for the design of a fuzzy system
(7) and its subsequent use in the forward problem is not a limiting
factor, although in most real-world applications p has never
been too large. For example, in fuzzy logic control, p equals
the number of states and is often very small, e.g., in fuzzy PID
control [36], [37] the states are error and error rate, so p = 2;
or, for forecasting of time series (e.g., [38], [39]) p equals the
length of a window of past sampled values, which is usually p
= 2–8 past values. On the other hand, in XAI of a rule-based
fuzzy system humans will be provided with explanations, and
they must be able to understand them, so a small choice for p is
now a limiting factor.

When p rule antecedents are connected by using the word
“and,” one is asking a human to mentally perform a p-fold
correlation. Psychologists have told the first author that humans
can barely correlate two things, and to ask them to correlate
three or more things is beyond their capability. Of course, if the
explanations are provided to an application-area expert (e.g., a
cardiologist, stock trader, etc.), then, because of their intense
training and prior knowledge, they should be able to correlate
more than two antecedents, but surely not 10, 20, etc. of them.

So, for XAI of fuzzy systems, choosing a relatively small
value of p seems quite important, which strongly suggests that
the architecture used for such a fuzzy system is very important.
The architectures of the Section II fuzzy systems are flat, i.e.,
all p antecedents occur in the rules. This architecture may be
inappropriate for XAI of fuzzy systems, unless p can be kept
very small. A hierarchical architecture may be more appropriate
for XAI of such systems, but because there can be many such
architectures (e.g., [40]–[44]), determining which one or more
of these is (are) suitable for XAI of fuzzy systems, is at present

unknown, and, how to explain the output from any of them
remains to be studied.

The following approach for reducing the number of input
variables, adapted (with some modifications) from [26], and
analogous to forward step-wise regression, intuitively seems
quite appropriate for XAI: round-1 determines which of p single
antecedent fuzzy systems (each of which could be any one
of the Section II systems) achieves best performance; round-2
determines which of p − 1 two antecedent fuzzy systems (in
which one of the antecedents is the winner from round-1, and
each of which could be any one of the Section II systems),
achieves best performance; round-3 determines which of p − 2
three antecedent fuzzy systems (in which two of the antecedents
are the winners from rounds 1 and 2, and each of which could be
any one of the Section II systems), achieves best performance;
etc. By limiting such a design to a small number of rounds, one
would have rules with one to a small number of antecedents. The
final system still has a flat structure, albeit with fewer than the
starting p input variables, and so the methodology of this article
can also be applied to its rules.

VI. LINGUISTIC APPROXIMATION

XAI for fuzzy systems, as interpreted in this article, means:
given x = x′ and y(x′), establish the rule antecedent associations
that can be used to explain y(x′). One can say that such an XAI
problem is akin to a system identification problem [45].

Our concern in the rest of this article is to study for which of
the Section IV design decisions a fuzzy system is explainable,
and what changes may be needed about those design decisions
to make such a system explainable.

An explanation is done using words (W), but as has been seen
above, words no longer play any role in obtaining (7). So, before
one is able to interpret y(x′) one must first introduce words for
the antecedents and consequents. This can be done by means of
LA.

LA [26] is a phrase that has often been used in the past for
obtaining a linguistic description of a fuzzy set. There are many
methods for accomplishing it. Some obtain T1 fuzzy sets (e.g.,
see in [46, Appendix 3A] for a review of polling, direct rating,
reverse rating and two kinds of interval estimation methods, and
their references), some obtain interval type-2 fuzzy sets (e.g.,
see [47] for a review and comparison of the Interval Approach,
Enhanced Interval Approach and the Hao–Mendel Approach;
see, also, [48]), and others obtain general type-2 fuzzy sets (e.g.,
[49]).

All methods begin with an agreed upon application-dependent
vocabulary of terms (words). Data are provided or collected for
each term, and then those data are mapped into the fuzzy set
for the term. One may argue that, because words mean different
things to different people, linguistic uncertainties are present,
so that interval type-2 or general type-2 fuzzy sets should be
used, because their additional parameters are able to model such
uncertainties, whereas T1 fuzzy sets cannot do this. One may
also argue that, unless one is already an expert about fuzzy
sets, the collected term data should not be a MF, because the
concept of a MF will be unfamiliar to the non-expert, and
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will therefore introduce methodological uncertainties into LA.
Unfortunately, it is not possible to separate methodological and
linguistic uncertainties.

It is not the purpose of this article to get into details of which
kind of fuzzy set to use, or how to collect word data either from
a group of subjects or an individual, or how to then map that
data into a fuzzy set model. For the purposes of this article, one
only needs to understand that, as a result of LA, a codebook can
be obtained for each antecedent and consequent variable, whose
elements are pairs (W, MFW ).

For simplicity, it is assumed herein that each variable is
explained linguistically by using the same number of V words
(this keeps the notation light; otherwise, more subscripts are
needed), so that

Codebook(xi ) = {(Wj (xi ), MFWj
(xi ))}V

j=1 i = 1, . . . , p (8)

Codebook(y) = {(Wjy (y), MFjy (y))}V
jy=1. (9)

Example 1: Humans usually have little difficulty in under-
standing the words low, moderate and high. A codebook for
these three words, taken from [50], by using the upper MFs of
its interval type-2 fuzzy set word models, when x ∈ X = [0, 10],
is

{(low,(0, 0, 1.22, 4.76), (moderate, (2.04, 4.02, 6.26, 8.51),
(high, (5.92, 9.02, 10, 10)}.

(10)
In (10), each MF is a trapezoid (a, b, c, d ), low (high) is a left

(right) shoulder and moderate is an interior MF.
How many words are in each codebook depends on how

finely one wants to granulate a variable, which depends on how
precisely one wants to explain y(x′). The level of granulation
has to be decided upon ahead of time, because it directly affects
the MFs that are synthesized from word data, e.g., if it is
decided ahead of time that the variable blood pressure (p) will
be granulated coarsely into three terms, low, moderate and
high, then word data for these three terms will lead to MF3

L(p) ,
MF3

M (p) and MF3
H (p). If later it is decided that blood pressure

should be granulated more finely into the five terms, very low,
low, moderate, high and very high, then word data for these
five terms will lead to MF5

V L(p) , MF5
L(p), MF5

M (p), MF5
H (p)

and MF5
V H (p). MF5

L(p) �= MF3
L(p), MF5

M (p) �= MF3
M (p) and

MF5
H (p) �= MF3

H (p), because word data will be different when
one knows the granulation is five versus three.

Section IX explains how to obtain a small subset, Sss(x′),
of Mss(x′) rule indexes, whose associated rule compound-
antecedents are used to explain y(x′). Similarity, involv-
ing the p codebooks in (8), is used to express these com-
pound antecedents linguistically, as follows: [rule# :l ∈ Sss(x′);
input# :i = 1, . . . , p; and codebook MF #: j = 1, . . . ,V ].

1) For each rule #, l, find the maximum Jaccard similarity,6

sJ , between each of its rule’s p antecedents, F l
i (xi ), and

the words in its respective codebook, {Wj (xi )}V
j=1, i.e.,

6Although there are many kinds of fuzzy similarity (compatibility) measures
(e.g., [51], [52], [46, Appendix 4A.1]), Jaccard similarity [53] is the most popular
and is relatively easy to compute.

compute

sJ (F l
i ,Wj (xi )) =

∫
Xi

min[F l
i (xi ),Wj (xi )]dxi∫

Xi
max[F l

i (xi ),Wj (xi )]dxi
≡ sl

J (i, j)

(11)

arg max
j

{sl
J (i, j}V

j=1 ≡ j∗(l ). (12)

For each antecedent (i), there are V similarities, one of
which is the largest, for which j∗(l ) ∈ {1, . . . ,V }.

2) Use j∗(l ) and the codebook in (8) to describe F l
i (xi )

linguistically as Wj∗(l )(xi ).
How to use the codebook in (9) is deferred to Section IX; it

depends on which fuzzy system is used to compute y(x′).

VII. CHOICES FOR MFS

It is well known (e.g., [54]) that the MFs of a rule’s antecedent
variables partition the fuzzy system’s state space, X1 × · · · ×
Xp, into hyper-regions in which only a subset of Ms(x′) rules
contribute to y(x′), and if that subset is small then this lends to
its interpretability. This suggests that the choice for the shape
of the antecedent MFs may be important for XAI. Two popular
choices for MFs are examined next.

A. Gaussian MFs

Gaussian MFs are easy to use during the design of a fuzzy
system because their derivatives do not require tests. This makes
them very attractive for tuning procedures that use derivatives.

In theory, Gaussian MFs are never exactly zero; hence, they
do not partition the state space into smaller hyperregions, which
means that, in theory, all M rules must be used to explain y(x′).
Of course, in practice, when x = x′ some of the Gaussian MFs
may be of such small numerical value that they are effectively
zero, in which case the state space is effectively partitioned into
smaller hyper-regions. All of this is rather vague, i.e., how small
is small?

Truncating Gaussians at grade ε is one approach to resolving
this; but, different choices for ε lead to different truncations,
which in turn lead to different hyper-regions in X1 × · · · × Xp,
and consequently to different subsets of the M rules. If, how-
ever, there is agreement on what ε should be for a real-world
application, then truncation is no longer an issue, and they are
suitable for XAI; otherwise, their use is problematic for XAI.

B. Triangle and Trapezoidal MFs

Triangle and trapezoidal MFs are more challenging to use dur-
ing the design of a fuzzy system because their derivatives require
tests. This may make them unattractive for tuning procedures
that use derivatives. However, when these MFs are zero, they are
exactly zero; hence, they partition the state space into smaller
unambiguous hyper-regions, which is very useful for XAI, but
only if these smaller hyper-regions contain a relatively small
number of rules, which they do, as is explained in Section VIII.

So, triangle and trapezoidal MFs may be more suitable for
XAI than Gaussian MFs. More effort will be required during
the design phase, but no ambiguity will occur for XAI.
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VIII. FINDING THE SUBSET OF RULES THAT ACT AS A

STARTING POINT FOR EXPLAINING y(x′)

This section explains how to locate exactly which region
(called a first-order rule partition) of X1 × · · · × Xp x = x′

resides in, and subsequently which smaller subset of rule in-
dexes, Ss(x′), containing Ms(x′) < M elements, led to y(x′). The
compound antecedents of the rules associated with Ss(x′) will
be used as a starting point to explain y(x′).

A. First-Order Rule Partitions

Definition 3 (see [54]): A firing level contributes to the
output of a T1 fuzzy system only if it is non-zero. This occurs in
X1 × · · · × Xp where the MFs of all of a rule’s antecedents are
simultaneously nonzero.

Definition 4 (see [54]): A T1 first-order rule partition of X1 ×
· · · ×Xp is a collection of non-overlapping hyper-rectangles in
each of which the same number of same rules is fired whose
firing levels contribute to the output of a T1 fuzzy system.7

First-order rule partitions provide a coarse sculpting of the
state space; their numbers can be increased by granulating xi

more finely into more fuzzy sets.
As is stated in [55]: One of the important things learned from

[54, Section III] is that first-order rule partitions of X1 × · · · × Xp

are completely determined by the respective rule partitions of
each (i = 1, . . . , p) Xi separately, because, when minimum or
product t-norms are used in (3), if even one component of a
rule’s firing level is zero then that rule does not contribute to the
system’s output.

Consequently, first-order rule partitions are determined ini-
tially for each Xi, and then for X1 × · · · × Xp.

It is known [55] that the total number of first-order rule
partitions of X1 × · · · × Xp, N1(X1, . . . , Xp), is the product of
the number of those partitions for each Xi, N1(Xi ); and, that the
same number of same rules that are fired in each first-order rule
partition of X1 × · · · × Xp, NR(k1, . . . , kp), is the product of the
same number of same rules fired in each variable’s first-order
rule partition, NR(ki ), i.e.,

N1(X1, . . . , Xp) =
p∏

i=1

N1(Xi ) (13)

NR(k1, . . . , kp) =
p∏

i=1

NR(ki ). (14)

In (14), ki is an index of the T1 first-order rule partitions of
Xi, i.e., ki = 1, . . . , N1(Xi ). In order to use these two equations,
one must first determine N1(Xi ) and NR(ki ) for each Xi; this is
easy to do by following the procedure given in Table II.

Example 2: Fig. 1 depicts five T1 fuzzy sets and their first-
order rule partitions,8 obtained by using the Table II construction

7Bonissone and Chang [56] call these cells. Their results, which include a
formula for computing the total number of cells [(2t − 1)n, in which t is the
number of terms (which is our Q), and n is the number of states (which is our p)]
require MFs to overlap only with their nearest neighbors; this is not a requirement
for first-order rule partitions.

8Many other examples of first-order rule partitions for T1 fuzzy systems are
in [54] and its Supplementary Material.

TABLE II
TWO-STEP PROCEDURE TO ESTABLISH T1 FIRST-ORDER RULE PARTITION

QUANTITIES FOR xi ON A PLOT OF ITS MFS

Fig. 1. First-order rule partitions for five T1 MFs and the number of activated
MFs in each partition. Inα\β,α = ki is the index of the partition andβ = NR (ki )
is the number of same rules fired in that partition.

procedure. These five MFs have nine first-order rule partitions,
whose names are 1, 2, …, and 9.

Observe that only one or two rules are active (fire) in any of
the partitions. This is due to MFs overlapping just with their
nearest neighbors. If these MFs were used in a one-variable T1
fuzzy system, that system would have five rules, and even in
such a simple system the number of rules that are active (1 or
2) ranges from 20% to 40% of the maximum number of five
rules, which is a substantial reduction in the number of rules
that explain what’s happening in different regions of Xi.

Suppose that a two-variable system has each variable de-
scribed by the same MFs as in Fig. 1. Then, this system would
have 25 rules, and [according to (13)] there would be 9 × 9 = 81
first-order rule partitions each containing [according to (14)]
either 1, 2 or 4 rules, each of which is a very substantial
reduction9 (84%–96%) from the maximum number of 25 rules.
The percentage reduction in the number of active rules in a
first-order rule partition becomes larger and larger as the number
of input variables increases, which is very encouraging for XAI.

9If the MFs overlap with more than their nearest neighbors, then these
reduction percentages decrease.
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TABLE III
FIRST-ORDER RULE PARTITION INFORMATION FOR FIG. 1

B. First-Order Rule Partition Information Table

By carrying out the Table II procedure for each of the p an-
tecedent variables, one can construct a first-order rule partition
information table for each variable.

Example 3: Table III is a first-order rule partition information
table for p = 2 and Q = 5 , that uses the MFs in Fig. 1. Its entries
are self-explanatory.

C. Indexing Rules

Unfortunately, [54], [55], [57], and [58] only show how to
construct first-order rule partitions, and how to determine the
number of rules that are active in them, but do not explain
how to determine what those rules actually are. While this was
okay for forward problems, it is not okay for XAI, because XAI
requires the exact rules so that antecedent associations can be
linguistically stated for y(x′).

In order to determine which rules are in a specific first-order
rule partition, one must first establish how M rules, each with p
antecedents, are stored. Tables (arrays) that do this work for
p = 1 and 2, and maybe for p = 3, but they do not work
for p ≥ 4. Instead of multidimensional arrays, one can use a
lexicographical ordering that maps p antecedent indexes into a
single rule index.

For simplicity, assume that each rule antecedent has the
same number of MFs (i.e., Qi = Q , for i = 1, . . . , p), namely
{Zi

ji }Q
ji=1. Let ( j1, . . . , jp), ∀ ji = 1, . . . , Q, be mapped into the

single index l = 1, . . . , M = Qp, i.e.,

( j1, j2, . . . , jp)Q
∀ ji=1 → {l}M

l=1. (15)

Equation (15) is not a unique mapping, and in this article the
following lexicographical ordering is used10

l = 1 +
p∑

i=1

( ji − 1)Qp−i. (16)

10This formula was provided to the first author by Prof. D. Wu, and is
a representation of p nested DO loops in which the outermost loop is for
j1,followed by a loop for j2, etc., until the final innermost loop is for jp .

Example 4: p = 2 and Q = 5, as in Fig. 1, so that

l = 1 +
2∑

i=1

( ji − 1) · 52−i = 1 + ( j1 − 1) · 5 + ( j2 − 1).

(17)
Using this formula, one obtains the 25 mappings from

( j1, j2)5
j1=1, j2=1 → {l}25

l=1 that are summarized in Table SM-2,
which also contains the rule’s consequent.

D. Determining Rules Associated With x = x′

Using a table like Table III and (16), it is now possible to
determine exactly which rules, and how many of them, are
associated with x = x′, by using the following procedure:

1) For each antecedent value, x′
i (i = 1, . . . , p), use its Ta-

ble III to locate and save its k′
i , NR(k′

i ) and Zi
ji ( ji =

1, . . . , NR(k′
i )).

2) Compute the number of active rules in P1(k′
1, k′

2, . . . , k′
p),

NR(k′
1, k′

2, . . . , k′
p), using (14).

3) Create the NR(k′
1, k′

2, . . . , k′
p) p-antecedent active MF

combinations from the step-1 MFs.
4) Using (16), determine the rule number and rule consequent

Gl for each of the step-3 combinations. This establishes
the Ms(x′)-element set Ss(x′).

Clearly

Ms(x′) = NR(k′
1, k′

2, . . . , k′
p). (18)

Example 5: This is a continuation of Example 4 and illus-
trates this four-step procedure for two values of x′.

First, suppose that x′
1 ∈ [a1

3, d1
2 ] and x′

2 ∈ [a2
4, d2

3 ]. Using
Table III for both x′

1 and x′
2, it follows that: x′

1 ∈ [a1
3, d1

2 ] →
k′

1 = 4 → {Z1
2 , Z1

3 } are active, and x′
2 ∈ [a2

4, d2
3 ] → k′

2 = 6 →
{Z2

3 , Z2
4 } are active; hence, there will be NR(4, 6) = 2 × 2 = 4

two-antecedent rules with the antecedent pairings {Z1
2 , Z2

3 },
{Z1

2 , Z2
4 }, {Z1

3 , Z2
3 }, {Z1

3 , Z2
4 }. It then follows that11 [the arrows

in (19) and (20) imply the use of (17)]⎧⎪⎪⎨
⎪⎪⎩

{Z1
2 , Z2

3 } → j1 = 2, j2 = 3 → l = 8 → G8

{Z1
2 , Z2

4 } → j1 = 2, j2 = 4 → l = 9 → G9

{Z1
3 , Z2

3 } → j1 = 3, j2 = 3 → l = 13 → G13

{Z1
3 , Z2

4 } → j1 = 3, j2 = 4 → l = 14 → G14.

(19)

Equation (19) shows that this x′has the compound antecedents
of rules R8, R9, R13 and R14 associated with it, so that Ms(x′) = 4
and Ss(x′) = {8, 9, 13, 14}.

Suppose, next that x′
1 ∈ [0, a1

2] and x′
2 ∈ [a2

2, d2
1 ]. Again, using

Table III for both x′
1 and x′

2 , it follows that: x′
1 ∈ [0, a1

2] → k′
1 =

1 → {Z1
1 } is active; and x′

2 ∈ [a2
2, d2

1 ] → k′
2 = 2 → {Z2

1 , Z2
2 }

are active; hence, there will be NR(1, 2) = 1 × 2 = 2 two-
antecedent rules with the antecedent pairings {Z1

1 , Z2
1 }, {Z1

1 , Z2
2 }.

It then follows that{ {Z1
1 , Z2

1 } → j1 = 1, j2 = 1 → l = 1 → G1

{Z1
1 , Z2

2 } → j1 = 1, j2 = 2 → l = 2 → G2 . (20)

Equation (20) shows that this x′ has the compound antecedents
of rules R1 and R2 associated with it, so that Ms(x′) = 2 and
Ss(x′) = {1, 2}.

11If the fuzzy system is TSK then in (19) and (20) Gl = Gl (x′ ).
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IX. PROPOSED METHODS FOR FINDING A SMALLER SUBSET

OF RULE ANTECEDENTS THAT EXPLAIN y(x′)

At this point, for x = x′ a subset Ss(x′) with Ms(x′) rule
indexes has been determined, but no use has yet been made
of the consequents of the associated rules, or of y(x′). This
section shows how to use both of these in order to determine
an even smaller subset Sss(x′) of Mss(x′) ≤ Ms(x′) rule-indexes,
whose rule compound-antecedents best explain y(x′). Those
antecedents must then be expressed linguistically, using code-
books and similarity (see Section VI). Because some of those
linguistic compound-antecedents may be the same, the Mss(x′)
explanations may be further reduced to Msss(x′) explanations,
which are then finally used to explain y(x′).

Finding such smaller subsets depends on the kind of fuzzy
system12 that was used to obtain y(x′).

A. Mamdani Fuzzy System: COS Defuzzification

This fuzzy system is y(x′) = yCOS(x′) [see (5)] in which l =
1, . . . , M is replaced by l ∈ Ss(x′). One must now ask: How does
one find a smaller subset of rules from only a single number,
yCOS(x′) , when the Ms(x′) rule consequents are the numbers
{cl}l∈Ss (x′ )? There is no unique answer to this question. Two
plausible answers are given next.

1) Answer 1: Use Nearest Consequent Neighbors: This an-
swer finds the consequent values that are close to yCOS (x′),
and then associates the antecedents of those consequents with
yCOS (x′), as follows:

a) Compute minl∈Ss (x′ )[yCOS(x′) − cl ] ≡ m1(x′), where
argminl∈Ss (x′ )[yCOS (x′) − cl ] ≡ lm1(x′ ).

b) Specify a positive margin parameter ε1 and then compute
the interval I1 where

I1 ≡ [yCOS (x′)−(m1(x′)+ε1), yCOS (x′)+(m1(x′)+ε1)].
(21)

c) Determine l � cl ∈ I1, where l ∈ Ss(x′). There is at least
one such l-value, namely lm1(x′ ).

d) Collect these values of l into the Mss(x′)-element set Sss(x′)
where Mss(x′) ≤ Ms(x′). This is the subset of rule indexes
whose rule’s compound-antecedents are used to explain
yCOS(x′).

e) Use similarity and codebooks, as explained in Section VI,
to express these compound antecedents linguistically.

f) Eliminate duplicate explanations, so that only Msss(x′) ≤
Mss(x′) of them remain.

This method needs the margin parameter ε1, and different
results may be obtained for different values of it.

2) Answer 2: Use Most Significant Contributing Terms: This
answer finds the components of (5) that have contributed most
significantly to yCOS(x′), as follows [l ∈ Ss(x′)]:

a) Express (5) as

yCOS(x′) =

∑
l∈Ss (x′ )

cl f l (x′)
∑

l∈Ss (x′ )
f l (x′)

=
∑

l∈Ss (x′ )

cl wl (x′) (22)

12See Section VI in the Supplementary Material for how to do this for a
normalized TSK fuzzy system.

wl (x′) ≡ f l (x′)∑
l∈Ss (x′ )

f l (x′)
. (23)

b) Compute the following percentage contribution:

Perl
COS(x′) = clwl (x′)

yCOS(x′)
× 100. (24)

c) Choose a threshold t1 (50% ≤ t1 ≤ 100%) and then (Cri-
terion) save only the smallest number of Perl

COS(x′) such
that their sum13 is greater than or equal to t1.

d) Collect the values of l, for which this Criterion is satis-
fied, into the Mss(x′)-element set Sss(x′), where Mss(x′) ≤
Ms(x′). This is the subset of rule indexes whose rule’s
compound-antecedents are used to explain yCOS(x′).

e) Use similarity and codebooks, as explained in Section VI,
to express these compound antecedents linguistically.

f) Eliminate duplicate explanations, so that only Msss(x′) ≤
Mss(x′) of them remain.

g) Compute the minority decision (MD) as the sum of the
Ms(x′) − Mss(x′) percentages not used in the Criterion.
MD is a measure of disagreement supporting the Mss(x′)
compound antecedents used to explain yCOS (x′).

This method needs threshold parameter t1 , and different
results may be obtained for different values of it.

B. Mamdani Fuzzy System: Centroid Defuzzification

This fuzzy system is y(x′) = yc(x′) [see (4)] in which l =
1, . . . , M is replaced by l ∈ Ss(x′). One must now ask: How
does one find a smaller subset of rules from only a single
number, yc(x′), when the Ms(x′) rule consequents are the MFs,
{μGl (y)}l∈Ss (x′ )?

One may again argue that there is no unique answer to this
question, but, because MFs are now available for the consequent
of each rule, a very strong case can be made for using similarity;
so, only one answer to this question is given next.

Answer: Use Similarity
This answer finds words for y(x′) and {μGl (y)}l∈Ss (x′ ), and then

uses similarity to associate a subset of these consequent words
with the word for y(x′), as follows:

a) After the design of (4) is completed, map each {μGl (y)}M
l=1

into its most similar word in the already-available code-
book (9), i.e., (rule# : l = 1, . . . , M; consequent Code-
book MF#: jy = 1, . . . ,V ):14

� Find the maximum Jaccard similarity, sJ , between
μGl (y) and {MFjy (y)}V

jy=1, i.e., compute

sJ (μGl (y), MFjy (y)) =
∫
Y

min[μGl (y),MFjy (y)]dy∫
Y

max[μGl (y),MFjy (y)]dy ≡ sl
J ( jy)

(25)

arg max
jy

{sl
J ( jy)}V

jy=1 ≡ j∗y (l ). (26)

13If exactly one term satisfies this criterion, then it corresponds to the maxi-
mum value of PerlCOS(x′ ) in (24).

14This only has to be done once and stored, because the M consequent MFs
do not depend on the input to the fuzzy system.
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For each l, there are V similarities, one of which is the
largest, for which j∗y (l ) ∈ {1, . . . ,V }.

�) Use j∗y (l ) and the codebook in (9) to describe μGl (y)
linguistically as Wj∗y (l )(y).

b) Map output yc(x′) into a word using similarity, i.e.
� Treat yc(x′) as a fuzzy singleton, where

μyc (x′ )(y) ≡
{

1 when y = yc(x′)
0 otherwise

. (27)

� Compute the Jaccard similarity between yc(x′) and
{MFjy (y)}V

jy=1 , where ( jy = 1, . . . ,V ).15

sJ (yc(x′), MFjy (y)) =
∫
Y

min[μyc (x′ ) (y),MFjy (y)]dy∫
Y

max[μyc (x′ ) (y),MFjy (y)]dy

= MFjy (yc (x′ ))
1 = MFjy (yc(x′))

(28)

arg max
jy

{MFjy (yc(x′))}V
jy=1 ≡ j∗y . (29)

� Describe yc(x′) linguistically as Wj∗y (y).
c) Compute the similarity between Wj∗y (y) and the con-

sequent words of the rules associated with the
elements of Ss(x′), {Wj∗y (l )(y)}l∈Ss (x′ ), i.e., compute
{sJ (Wj∗y (y),Wj∗y (l )(y))}l∈Ss (x′ ).

d) Let Sss(x′) be the Mss(x′)-element subset of rule indexes
such that [l ∈ Ss(x′)] sJ (Wj∗y (y),Wj∗y (l )(y)) ≥ t2 > 0.5.16

This is the subset of rule indexes whose linguistic rule
compound-antecedents are used to explain yc(x′).

e) Eliminate duplicate explanations, so that only Msss(x′) ≤
Mss(x′) of them remain.

This method needs similarity threshold parameter t2 , and
different results will be obtained for different values of it.

X. SUMMARY AND DISCUSSION

A. Summary

To see the forest from the trees, a summary of the steps one
follows, when using our approach to XAI for fuzzy systems, is
presented as follows:

1) Design your fuzzy system (Mamdani, TSK, etc.) in (7) to
achieve quantitative performance goals. This will provide
the number of antecedent variables (p), MFs for them
[number (Q) and shape], rules [number (M) and their exact
structure], and rule consequents (number, MF or function).

2) Perform LA for each input variable and output variable.
To do this, you have to decide on the granularity for LA,
collect data from a group of subjects about each word
(or provide it yourself) [48], and then map that data into
a fuzzy set for each word. The results are a codebook
for each variable and output, each of whose entries is a
two-element pair, (Word, MF).

15Equations(28) and (29) have a graphical interpretation. On a plot of the
MFs for the output variable y, locate yc (x′ ) on the y-axis and draw a vertical
line. This line intersects one or more of the MFs, as given by (28). Equation (29)
chooses the “winner” as the MF with the largest grade. What may be new is the
recognition that (28), which in the past has been done graphically, is actually a
similarity computation.

16The constraint that t2 > 0.5 seems intuitively correct for similarity.

3) Compute the Jaccard similarity measure between each
antecedent variable’s MFs (from Step 1) and the MF in the
codebook for that variable (from Step 2), and then map
each antecedent variable’s MF into the codebook word
with the largest similarity value.

4) For a given value x′of the input x.
a) Compute y(x′) using the results from Step 1.
b) Determine how many and exactly which rules are

active, using rule partitions (see Section VIII).
c) Use one of the approaches that are described in Sec-

tion IX (they depend on which kind of fuzzy system
has been designed in Step 1) to determine the subset
of uniquely different compound antecedent linguistic
expressions (making use of Steps 2 and 3) that are used
to explain y(x′).17

d) Express each uniquely different linguistic explanation
using either (6a) or (6b).

B. Discussion

1) Our XAI approach is applicable to any set of rules, even
rules that come after rule-reduction (e.g., [59]), or from
Pareto-optimal designs that tradeoff performance (e.g.,
RMSE) with complexity (e.g., number of rules, [5], [7]).

2) We advocate achieve acceptable performance first and
then explain it.

3) We do not advocate using the linguistic antecedent com-
binations obtained from our approach followed by a re-
design of the original fuzzy system to obtain acceptable
performance, because explanation is qualitative, whereas
performance is quantitative.

4) Limitations of our XAI approach are: LA requires data
collection about the words that are used in the explana-
tions, and this requires more effort; type-1 fuzzy sets are
unable to capture both the intra and interuncertainties that
will be in the collected word data, but type-2 fuzzy sets can
do this; so, our multi-stage approach needs to be extended
to T2 fuzzy sets; and if different semantics are used, then
LA has to be done for each of them.

XI. COMPREHENSIVE EXAMPLE

A. Preliminaries

This section provides a comprehensive example that illus-
trates our approaches to XAI. So that it is a non-trivial example,
rules have three input variables, each of which is described
by five MFs (see Fig. 2), so that there can be 125 rules. MF
parameters for all of these MFs are provided in Table SM-3 of
the SM. Equations for their left and right legs are in Table SM-4.

For LA, to keep things simple, the three words and MFs that
are in Example 1, and are depicted in Fig. 3, were used. Equations
for the left and right legs of these MFs are in Table SM-5.

Jaccard similarities (sJ ) were computed for each of the 15
MFs in Fig. 2 and three MFs in Fig. 3, and are given in Table

17A result of the comprehensive example that is in Section XI is a two-stage
approach that modifies Step c.
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Fig. 2. Five MFs for each of the three inputs. (a) x1. (b) x2. (c) x3.

Fig. 3. LA MFs for low (L), moderate (M), and high (H).

SM-6. The largest sJ for each MF provides its LA, and is⎧⎨
⎩

x1 : Z1
1 → L, Z1

2 → L, Z1
3 → M, Z1

4 → H, Z1
5 → H

x2 : Z2
1 → L, Z2

2 → L, Z2
3 → M, Z2

4 → M, Z2
5 → H

x3 : Z3
1 → L, Z3

2 → L, Z3
3 → M, Z3

4 → H, Z3
5 → H

(30)

x′ was chosen so that two MFs would be active for each of its
three elements, meaning that eight rules are active [Ms(x′) = 8].
The specific x′chosen is⎧⎨

⎩
x′

1 = 2.4 (Z1
2 , Z1

3 are active)
x′

2 = 5.4 (Z2
3 , Z2

4 are active)
x′

3 = 9 (Z3
4 , Z3

5 are active)
(31)

Which MFs are active in (31) is determined by locating each
component of x′ on its respective plot in Fig. 2, and projecting a
vertical line at that point upwards to see which MFs it intersects.

To determine exactly which eight rules are fired, first-order
rule partition figures were created for the MFs of x1, x2 and
x3, beginning with Figs. 2(a)–(c), respectively. Each resulting
figure closely resembles Fig. 1, and is therefore not included
here. From those figures, it follows that:

1) x′
1 = 2.4 is in partition18 4\2, so k′

1 = 4 and Z1
2 , Z1

3 are
active;

2) x′
2 = 5.4 is in partition 6\2, so k′

2 = 6 and Z2
3 , Z2

4 are active;
and

18See the caption to Fig. 1 for an explanation of the backslash notation.

TABLE IV
COMPUTATION OF RULE INDEXES, L, WHEN x′ = col(2.4, 5.4, 9)

TABLE V
CALCULATIONS OF f l (x′ ) WHEN x′ = col(2.4, 5.4, 9), AND

VALUE OF RULE CONSEQUENT, cl

3) x′
3 = 9 is in partition 8\2, so k′

3 = 8 and Z3
4 , Z3

5 are active.
Knowing the indexes on these three pairs of active MFs, one

can compute the rule index for each fired rule, by using (16),
which for three variables reduces to

l = 25( j1 − 1) + 5( j2 − 1)5 + j3. (32)

Table IV summarizes the computations; the resulting l-values
are collected into the following set [Ms(x′) = 8].

Ss(x′) = {39, 40, 44, 45, 64, 65, 69, 70} (33)

In this example, the product t-norm was used, so that the firing
level for each rule is the product of three MFs, i.e., [l ∈ Ss(x′)]

f l (x′) =
∏3

i=1
μF l

i
(x′

i ) =
∏3

i=1
Zi

ji (l )(x
′
i ). (34)

In (34), ji(l ) was found by using the l-value in the last column
of Table IV, and then reading off its j1, j2 and j3values, that are
in the first three columns of that table.

Zi
ji (l )(x

′
i ) was then found by locating x′

i on its respective part of
Fig. 2, determining whether it was a left or right leg of Zi

j , and
then using the appropriate formula from Table SM-4. Results
for (34) are given in Table V. A rank ordering of the computed
firing levels [used below in (37) and (41)] is⎧⎪⎪⎨

⎪⎪⎩

l = 40 : f 40(x′) = 0.437 : l = 44 : f 44(x′) = 0.094
l = 45 : f 45(x′) = 0.263 : l = 70 : f 70(x′) = 0.078
l = 39 : f 39(x′) = 0.156 : l = 64 : f 64(x′) = 0.046
l = 65 : f 65(x′) = 0.129 : l = 69 : f 69(x′) = 0.028

.

(35)
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B. Mamdani With COS Defuzzification

In order to compute yCOS (x′) using (22) and (23), numerical
values are needed for the consequent numbers cl . Our chosen19

values are in the last column of Table V. It is then straightforward
to show, that ∑

l∈Ss (x′ )

f l (x′) = 1.231 (36)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

w40(x′) = 0.437/1.231 = 0.355 → c40w40(x′) = 3.195
w45(x′) = 0.263/1.231 = 0.214 → c45w45(x′) = 1.712
w39(x′) = 0.156/1.231 = 0.126 → c39w39(x′) = 0.756
w65(x′) = 0.129/1.231 = 0.105 → c65w65(x′) = 0.735
w44(x′) = 0.094/1.231 = 0.076 → c44w44(x′) = 0.631
w70(x′) = 0.078/1.231 = 0.063 → c70w70(x′) = 0.466
w64(x′) = 0.046/1.231 = 0.037 → c64w64(x′) = 0.248
w69(x′) = 0.028/1.231 = 0.023 → c69w69(x′) = 0.193

(37)

yCOS(x′) =
∑

l∈Ss (x′ )

clwl (x′) = 7.936. (38)

1) Nearest Consequent Neighbor Explanations: Comparing
yCOS(x′) = 7.936 with the eight values of cl that are in Table V,
observe that m1(x′) = 8 − 7.936 = 0.064 and lm1(x′ ) = 45. Ex-
amining the numerical cl values in Table V, the next cl values
closest to 7.936 are 8.3 (l = 44) and 8.4 (l = 69); to include
them in I1, ε1 would have to be &ge; 0.4. If ε1 is chosen to be
larger and larger, more rule firing levels will be chosen. Here
only three compound antecedents were used, and from Table V
and (30), one finds [Sss(x′) = {45, 44, 69} and Mss(x′) = 3]⎧⎨

⎩
l = 45 : Z1

2 ∧Z2
4 ∧ Z3

5 → L ∧ M ∧ H
l = 44 : Z1

2 ∧ Z2
4 ∧ Z3

4 → L ∧ M ∧ H
l = 69 : Z1

3 ∧ Z2
4 ∧ Z3

4 → M ∧ M ∧ H
(39)

Observe that l = 45 and l = 44 give exactly the same linguis-
tic explanation, namely

x1 is low, and x2 is moderate and x3 is high are
symptomatic of yCOS(x′) = 7.936.

(40a)

Additionally, l = 69 has the following linguistic explanation:

x1 is moderate, and x2 is moderate and x3 is high are
symptomatic of yCOS(x′) = 7.936.

(40b)
Equation (40a) and (40b) demonstrates that Msss(x′) = 2.

2) Most Significant Contributing Terms Explanations: Using
(37) and (38), one finds [see (24)]⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

P40
COS(x′) = 3.195

7.936 102 = 40.26%
P45

COS(x′) = 1.712
7.936 102 = 21.57%

P39
COS(x′) = 0.756

7.936 102 = 9.53%
P65

COS(x′) = 0.735
7.936 102 = 9.26%

P44
COS(x′) = 0.631

7.936 102 = 7.95%
P70

COS(x′) = 0.466
7.936 102 = 5.87%

P64
COS(x′) = 0.248

7.936 102 = 3.13%
P69

COS(x′) = 0.193
7.936 102 = 2.43%.

(41)

19During an actual design, where training data are available, these consequent
numbers would have resulted from the tuning process. Here, they were chosen
so that the most dominant rule (l = 40) would be most heavily weighted in (22),
and that all other rules would be reasonably weighted.

Examining these rank-ordered Pl
COS(x′) numbers, it is clear

that the first two are dominant, with a total of 61.83%, which
seems too low to convince others that only these two terms
should be considered; hence, the first four terms, are used with a
total of 80.62%; consequently, from Table V and (30), one finds
[Sss(x′) = {40, 45, 39, 65} and Mss(x′) = 4]⎧⎪⎪⎨

⎪⎪⎩

l = 40 : Z1
2 ∧ Z2

3 ∧ Z3
5 → L ∧ M ∧ H

l = 45 : Z1
2 ∧ Z2

4 ∧ Z3
5 → L ∧ M ∧ H

l = 39 : Z1
2 ∧ Z2

3 ∧ Z3
4 → L ∧ M ∧ H

l = 65 : Z1
3 ∧ Z2

3 ∧ Z3
5 → M ∧ M ∧ H

(42)

Comparing (42) and (39), even though they only share one
common value of l, l = 45, the same linguistic explanations
have been obtained (40a,b) [Msss(x′) = 2].

Examining Pl
COS(x′) for l = 44, 70, 64, 69, one finds that

MD = 19.38%. The antecedent combinations and their linguis-
tic equivalents that are associated with MD are⎧⎪⎪⎨

⎪⎪⎩

l = 44 : Z1
2 ∧ Z2

4 ∧ Z3
4 → L ∧ M ∧ H

l = 70 : Z1
3 ∧ Z2

4 ∧ Z3
5 → M ∧ M ∧ H

l = 64 : Z1
3 ∧ Z2

3 ∧ Z3
4 → M ∧ M ∧ H

l = 69 : Z1
3 ∧ Z2

4 ∧ Z3
4 → M ∧ M ∧ H

(43)

Observe that there are no new antecedent combinations! This
means that, at least for this example, one could have used all
eight active antecedent combinations, and did not have to use
either of the above two approaches. We conjecture that this has
occurred because of the low granularity of the three words used
for our LA, and that if more words had been used this would not
have occurred.

C. Mamdani With Centroid Defuzzification

In centroid defuzzification, each rule is assigned its own
consequent MF, whose parameters are all tuned during train-
ing. Trapezoidal MFs were chosen for the consequents, each
with their flat tops located (not symmetrically) about cl (the
consequent locations for the Mamdani fuzzy system with COS
defuzzification). Our rationalization for doing this is that an
optimized centroid defuzzified Mamdani fuzzy system should
have its consequent MFs covering those of a COS defuzzified
Mamdani fuzzy system, since both systems are optimizing the
same objective function. The eight consequent MFs are in Fig. 4
(in red), and the formulas for each of their left and right legs are
in Table SM-7.

In order to compute yc(x′) in (4), one must first compute
f l (x′) · μGl (y) for y ∈ Y . This is done in Fig. 4 (in blue). Then
one has to compute μB(y|x′) = maxl∈Ss (x′ ) f l (x′) · μGl (y). This
result is depicted in Fig. 5, from which it follows (by means of
sampling and numerical integration), that

yc(x′) = 8.7182. (44)

In this section, the same resolution for the LA of output y was
used as was assumed for the three inputs, namely L, M and H;
and, the MFs for these terms are the ones in Fig. 3 with their
associated equations.

Similarities between Gl (l = 1, . . . , 8) and L, M and H can
be accomplished visually, by comparing each Gl MF in Fig. 4
with the three MFs in Fig. 3, and are [Ss(x′) is given by (33) and
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Fig. 4. Consequent MFs (in red) for each of the eight fired-rules,
and f l (x′ ) · Gl (in blue) for l = 40, 45, 39, 65, 44, 70, 64 and 69.The
firing level for each rule is also shown. (a) G40 = (7.6, 8.6, 9.5, 10).
(b) G45 = (7, 7.6, 8.4, 9.2). (c) G39 = (5, 5.7, 6.3, 6.8). (d) G65 =
(6.2, 6.7, 7.4, 8.1). (e) G44 = (7.3, 7.9, 8.7, 9.5). (f) G70 = (6, 7.1, 7.5, 8.8).
(g) G64 = (5.6, 6.4, 6.8, 7.2). (h) G69 = (7.5, 8, 8.9, 9.8).

Fig. 5. Union of eight fired-rule output sets (only four contribute to it).

Ms(x′) = 8]
{

G40 → H, G45 → H, G39 → M, G65 → M
G44 → H, G70 → M, G64 → M, G69 → H.

(45)

To map yc(x′) = 8.7182 into a word using similarity, it was
located on the Fig. 3 MF plots, from which it was easily estab-
lished, that

yc(x′) = 8.7182 → H. (46)

Observe, from (45), that four of the consequent MFs have been
mapped into H. It is those four consequent words that are most
similar to yc(x′) = 8.7182 → H (the similarity value of H to H
is unity). Consequently, the subset of most similar compound
antecedents to20 yc(x′) is: G40, G45, G44 and G69. Using Table V

20No threshold was needed.

and (30), one finds [Sss(x′) = {40, 45, 44, 69} and Mss(x′) = 4]:⎧⎪⎪⎨
⎪⎪⎩

l = 40 : Z1
2 ∧ Z2

3 ∧ Z3
5 → L ∧ M ∧ H

l = 45 : Z1
2 ∧ Z2

4 ∧ Z3
5 → L ∧ M ∧ H

l = 44 : Z1
2 ∧ Z2

4 ∧ Z3
4 → L ∧ M ∧ H

l = 69 : Z1
3 ∧ Z2

4 ∧ Z3
4 → M ∧ M ∧ H

(47)

These are the same linguistic results that were obtained
above in (39) and (42), encapsulated by (40a) and (40b)
[Msss(x′) = 2].

D. Observations

While it is dangerous to draw conclusions from results for
only one value of x′, it is worthwhile to observe that, for x′ =
col(2.4, 5.4, 9), all approaches used to explain yCOS(x′) or yc(x′)
led to only two linguistic explanations, the most dominant being
L ∧ M ∧ H , followed by M ∧ M ∧ H . What is surprising is that
these results could have been obtained directly simply by using
the similarity results for the antecedents of the eight fired rules.
The results don’t seem to depend on the numerical value of the
output.

Reducing eight compound symptoms to two is impressive.
So, why is this occurring? We believe it is due to only using
L, M and H as linguistic terms for each variable. Doing this
force more than one of a variable’s five MFs to be similar to the
same linguistic term. If, e.g., we had used five such terms then
this would not have occurred and then one would not get the
reduction from eight to two symptoms.

Based on this observation, our example has revealed a new
two-stage method for XAI

1) Given x′, establish the exact number and form of each
fired rule’s compound antecedent, and convert them into
linguistic expressions. If the number of such linguistic
expressions is small (e.g., ≤ 3) then STOP; otherwise,

2) Use one of the Section IX’s methods for finding a smaller
subset of rule compound antecedents that explain yCOS(x′)
or yc(x′).

This example can also be used to explain how to estimate
the quality of the explanations. Each of the eight active rules
given in Table V has non-zero possibility measures with the
input. However, the MFs used to compute their firing levels,
[see Fig. 2(a)–(c)], have finer granularity than the MFs used to
describe them linguistically (see Fig. 3). While the explanations
are driven by the active rules, the quality of the explanation is
limited by the richness of the LA term set.

To select the most appropriate explanation from L ∧ M ∧ H
and M ∧ M ∧ H , explanation quality can be assessed by eval-
uating the possibility measures of both explanations with the
input x′ = col(2.4, 5.4, 9) using the LA MFs in Fig. 3, i.e.,⎧⎪⎪⎨

⎪⎪⎩

Quality(L ∧ M ∧ H ) = min[L(2.4), M(5.4), H (9)]
= min(0.65, 1, 1) = 0.65

Quality(M ∧ M ∧ H ) = min[M(2.4), M(5.4), H (9)]
= min(0.18, 0.65, 1) = 0.18.

(48)
Equation (48) leads us to select L ∧ M ∧ Hover M ∧ M ∧ H .

This example has also demonstrated that even a flat rule-based
fuzzy system can have simple explanations.
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XII. CONCLUSIONS AND SUGGESTIONS FOR FUTURE

RESEARCH

This article has focused on answering the question: When
x = x′ , is it valid to say that the output of a T1 rule-based fuzzy
system, y(x′) = f (x′), can be described by the rules that led to it?
It has done this by critically thinking about the many decisions
that are made for some popular T1 fuzzy systems, each of which
ultimately can be expressed generically, as y(x) = f (x). Those
decisions have in the past only been associated with the design
of the fuzzy system and its subsequent use to solve a forward
problem, i.e., given x = x′ compute y(x′) = f (x′).

This article has explained that when the constraint of explain-
ability (XAI) is imposed on a rule-based fuzzy system then one is
trying to solve the following system identification problem: given
x = x′ and y(x′) , establish the rule antecedent associations that
can be used to explain y(x′).

Critical thinking has led to the following:
1) Explanation of why for XAI one should only associate

rule antecedents (symptoms), and not an IF-THEN rule,
with y(x′), using a linguistic explanation, such as (6a) or
(6b).

2) Recognition that, to explain y(x′), words (W) must be
introduced for rule antecedents and consequents using LA,
which results in codebooks for each rule’s antecedent and
consequent variable, whose elements are pairs (W, MFW ).

3) Realization that similarity computations play a very im-
portant role in XAI; they connect codebook words and
their MFs to rule antecedent MFs, consequents and even
to y(x′).

4) Recognition that triangle and trapezoidal MFs may be
more suitable for XAI than Gaussian MFs, because the
former partition the state space unambiguously (they are
exactly zero), whereas the latter partition the state space
ambiguously (they are never exactly zero).

5) Development of a novel multi-step procedure for x = x′

that determines exactly which rule antecedents occur, how
many of them there are, and how to reduce that number to
a smaller number of distinctly different linguistic expla-
nations.

6) Proposal of a novel way to estimate the quality of the
explanations.

Returning to the Section I question “When x = x′ , is it valid
to say that the output of a T1 rule-based fuzzy system, y(x′) =
f (x′), can be described by the rules that led to it?”, our answer
is NO. Instead, one can only say something like (6a) or (6b),
which do not mention the word rule.

Some future research suggestions are as follows:
1) Study how and when to choose a relatively small number

of antecedent variables, so that antecedent associations are
understandable by a human, e.g., should this be done at the
beginning of a design by using a hierarchical architecture,
or by some sort of antecedent reduction technique at the
end of a design, or during the design?

2) Establish exactly how XAI can be accomplished when a
hierarchical architecture is used. Usually a hierarchical
architecture is driven by the desire to perform problem

decomposition. Therefore, the output of the intermediate
rule sets in the architecture can be used to provide a
hierarchical explanation.

3) Extend the critical thinking of this article from T1 to
interval type-2 (IT2) and general T2 (GT2) fuzzy sets,
in which linguistic uncertainties are modeled by either
IT2 or GT2 rule antecedent MFs, so that (6a) and (6b)
would then include some measure of uncertainty about
the explanation.

4) Fix all rule antecedent MFs via LA, and then only tune
consequent MF parameters (see, also, [59]). Such a design
would provide perfect correlation between its antecedent
MFs and the LA used to explain an output.

5) Study the robustness (sensitivity) of XAI statements to
truncation levels of Gaussian MFs, and the margin and
threshold parameters for the three fuzzy systems, as de-
scribed in Section IX, and in Section VI of the SM.

6) Extend the critical thinking of this article to rule-based
fuzzy systems that are used for classification, to the two
other kinds of XAI described by Hagras [19] (i.e., deep
explanation and interpretable models), and to autoencoder
kinds of models [15], when rule-based fuzzy systems are
used for them.

7) Each first-order rule partition contains a set of active rules,
whose compound antecedents map (by means of LA and
similarity) into words. The result of doing this could be
called an explainability partition. For our example in Sec-
tion XI, there are 93 = 729 first-order rule partitions, but
only 33 = 27 possible linguistic explanations, so many of
the 729 explainability partitions are the same. Collecting
all of the regions in X1 × X2 × X3 that have the same
explanation may provide new insights into XAI for a par-
ticular application. Extending this idea to larger dimension
applications, as well as to more finely granulated LA are
also worthy of study.
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Supplementary Material for 
Critical Thinking About Explainable AI (XAI) for Rule-Based 

Fuzzy Systems 
by 

Jerry M. Mendel and Piero P. Bonissone 
 
I. Introduction 

This Supplementary Material provides: background about a normalized TSK fuzzy system; additional comments 
about the hidden consequence of using either Mamdani or TSK fuzzy systems; Numerical Values for Upper and 
Lower MFs; two proposed methods for finding a smaller subset of rule antecedents that explain    y( ′x )  for a 
normalized TSK fuzzy system; Example 4 mappings; and, additional materials for the Section XI comprehensive 
example. 
 
II. Background: Normalized TSK Fuzzy System 

The expression for the output of a normalized1 TSK fuzzy system,    yTSK
N ( ′x ) , is given, as: 

                                                                   

   

yTSK
N ( ′x ) =

gl ( ′x ) f l ( ′x )
l=1

M∑
f l ( ′x )

l=1

M∑
 (SM-1) 

The most widely used    g
l ( ′x )  is 

  
c0

l + cj
l ′x j

j=1

p

∑ . If    g
l ( ′x ) = c0

l ≡ cl  then (SM-1) reduces to (5) and whether the 

resulting fuzzy system is called normalized TSK or Mamdani with COS defuzzification is immaterial. Comparing 
(SM-1) and (5), observe that when  x = ′x ,    g

l ( ′x )  is a number, just as  cl  is a number; however,  cl  is the same for 

all  ′x  whereas    g
l ( ′x )  is different for all  ′x . During the design of this system, the parameters of the antecedent MFs 

and M consequent mathematical functions are also tuned using training and testing data. 
 
III. The Hidden Consequence of Using Either Mamdani or TSK Fuzzy Systems: Additional Comments 

Regarding the logical semantics of Mamdani fuzzy systems, the set of IF-THEN rules in (1) is an approximation 
of an underlying relationship  R : X → Y . This relationship can be approximated by a conjunctive or a disjunctive 
interpretation of the rule set.  

In the conjunctive case, one begins with   U ( X )×U (Y )  (the cross-product of the universes of discourse of the state 
space X and the output space Y) and uses a material implication operator (Lukasiewicz, Kleene-Dienes, etc.) to 
represent the connection between the antecedent and the consequence of each rule. Doing this “carves” the cross-
product   U ( X )×U (Y )  with the fuzzy constraint generated by each fired rule. When all applicable rules have fired, 
one is left with regions of the cross-product   U ( X )×U (Y )  that have satisfied all fuzzy constraints.  

In the disjunctive case, one begins with the empty set defined on the cross-product  X ×Y , and uses the 
conjunction operator (any t-norm) to represent the connection between the antecedent and the consequence of each 
rule. One also adds to the empty cross-product  X ×Y  the region resulting from the conjunction of the cylindrical 
extensions of the antecedent and the consequence. When all applicable rules have fired, one is left with union of all 
the regions in  X ×Y  that have been created by these rules. This approach, largely adopted by most engineering 
papers, no longer has any logical semantics. 

 
IV. Numerical Values for Upper and Lower MFs 

Figure 10 in [51] shows footprints of uncertainty (FOU) for 32 words, ranging from teeny-weeny to maximum 
amount. Each FOU is described by two bounding T1 MFs, an upper MF (UMF) and a lower MF (LMF). Each of 
these MFs is trapezoidal; the UMF is described by four parameters   (a,b,c,d ) , and the LMF is described by five  
 

                                                
1 For rule-based classification one can use an unnormalized TSK fuzzy system,    yTSK

U ( ′x ) , where 
   
yTSK

U ( ′x ) = gl ( ′x ) f l ( ′x )
l=1

M∑ , because the 

normalizing denominator of the weighted average in (SM-1) does not affect a classification.  



 

 

2 

2 

TABLE SM-1 
UPPER AND LOWER MF PARAMETERS FOR 32 WORDS 

 
 
parameters   (e, f ,g,h, Height) . [51] does not provide the numerical values for these parameters. They were provided 
to the first author by Prof. Dongrui Wu and are in Table SM-1. 
 
V. Example 4 Mappings 

Table SM-2 provides the 25 mappings from 
  
( j1, j2 ) j1=1, j2=1

5 →{l}l=1
25 . 

 
TABLE SM-2 

COMPUTATION OF (17), FOR WHICH P = 2 AND Q = 5. Gl CAN BE A FUZZY SET, NUMBER OR FUNCTION 
[FOR WHICH Gl = Gl(x)]. IN GENERAL, THIS TABLE WILL HAVE Qp ROWS. 

 

 
 
 
 

  j1    j2    ( j1 −1) ⋅5    ( j2 −1)   l   G
l

   j1    j2    ( j1 −1) ⋅5    ( j2 −1)   l   G
l

 
1 1 0 0 1   G

1  3 4 10 3 14   G
14

 
1 2 0 1 2   G

2  3 5 10 4 15   G
15

 
1 3 0 2 3   G

3  4 1 15 0 16   G
16

 
1 4 0 3 4   G

4  4 2 15 1 17   G
17

 
1 5 0 4 5   G

5  4 3 15 2 18   G
18

 
2 1 5 0 6   G

6  4 4 15 3 19   G
19

 
2 2 5 1 7   G

7  4 5 15 4 20   G
20

 
2 3 5 2 8   G

8  5 1 20 0 21   G
21

 
2 4 5 3 9   G

9  5 2 20 1 22   G
22

 
2 5 5 4 10   G

10  5 3 20 2 23   G
23

 
3 1 10 0 11   G

11  5 4 20 3 24   G
24

 
3 2 10 1 12   G

12  5 5 20 4 25   G
25
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VI. Proposed Methods for Finding a Smaller Subset of Rule Antecedents that Explain    y( ′x ) : Normalized 
TSK Fuzzy System 

This fuzzy system,    y( ′x ) = yTSK
N ( ′x ) , is given by (SM-1) in which   l = 1,..., M  is replaced by    l ∈Ss( ′x ) . When 

 x = ′x , each of the    Ms( ′x )  rule’s consequents is a single number,
    
{gl ( ′x )}l∈Ss ( ′x ) . One must now ask: How does one 

find a smaller subset of rules from only a single number,    yTSK
N ( ′x ) , when the    Ms( ′x )  rule consequents are the 

numbers    
{gl ( ′x )}l∈Ss ( ′x ) ? There is no unique answer to this question. Two plausible answers are given next. These 

answers are analogous to the ones given for a Mamdani fuzzy system that uses COS defuzzification, because both 
kinds of fuzzy systems have rule consequents that are numbers. 

1) Answer 1: Use Nearest Consequent Neighbors 

This answer finds the consequent values that are close to    yTSK
N ( ′x ) , and then associates the antecedents of those 

consequents with    yTSK
N ( ′x ) , as follows:  

• Compute 
   
min

l∈Ss ( ′x )
[yTSK

N ( ′x )− gl ( ′x )]≡ m2( ′x ) , where 
   
arg min

l∈Ss ( ′x )
[yTSK

N ( ′x )− gl ( ′x )]≡ lm2 ( ′x ) . 

• Specify a positive margin parameter  ε2  and then compute the interval   I2 , where: 

                                     I2 ≡ [yTSK
N ( ′x )− (m2( ′x )+ ε2 ), yTSK

N ( ′x )+ (m2( ′x )+ ε2 )]  (SM-2) 

• Determine    l ∍ gl ( ′x )∈I2 , where    l ∈Ss( ′x ) . There is at least one such l-value, namely 
   
lm2 ( ′x ) . 

• Collect these values of l into the    Mss( ′x ) -element set    Sss( ′x )  where   Mss( ′x ) ≤ Ms( ′x ) . This is the subset of rule 

indexes whose rules compound-antecedents are used to explain    yTSK
N ( ′x ) . 

• Use similarity and codebooks, as explained in Section VI, to express these compound antecedents linguistically. 
• Eliminate duplicate explanations, so that only    Msss( ′x ) ≤ Mss( ′x )  of them remain. 

This method needs the margin parameter  ε2 , and different results will be obtained for different values of it. 

2) Answer 2: Use Most Significant Contributing Terms  

 This answer finds the components of (SM-1) that have contributed most significantly to    yTSK
N ( ′x ) , as follows  

[   l ∈Ss( ′x ) ]:  

• Express (SM-1) as: 

                                                          

   

yTSK
N ( ′x ) =

gl ( ′x ) f l ( ′x )
l∈Ss ( ′x )
∑

f l ( ′x )
l∈Ss ( ′x )
∑

= gl ( ′x )wl ( ′x )
l∈Ss ( ′x )
∑  (SM-3) 

In (SM-3),    w
l ( ′x )  is given by (23). 

• Compute the following percentage contribution:                                                     

    
Per

TSK N
l ( ′x ) = gl ( ′x )wl ( ′x )

yTSK
N ( ′x )

×100  l = 1,..., Ms( ′x )  (SM-4) 

• Choose a threshold   t2  (  50% ≤ t2 ≤100% ) and then (Criterion) save only the smallest number of 
   
Per

TSK N
l ( ′x )  such 

that their sum2 is greater than or equal to   t2 . 

• Collect the values of l, for which this Criterion is satisfied, into the    Mss( ′x ) -element set    Sss( ′x ) , where    Mss( ′x ) ≤

   Ms( ′x ) . This is the subset of rule indexes whose rule’s compound-antecedents are used to explain    yTSK
N ( ′x ) . 

• Use similarity and codebooks, as explained in Section VI, to express these compound antecedents linguistically. 

• Eliminate duplicate explanations, so that only    Msss( ′x ) ≤ Mss( ′x )  of them remain. 

                                                
2 If exactly one term satisfies this criterion, then it corresponds to the maximum value of 

   
Per

TSK N
l ( ′x )  in (SM-4). 



 

 

4 

4 

• Compute the minority decision, MD, as the sum of the    Ms( ′x )− Mss( ′x )  percentages not used in the Criterion. MD is 

a measure of disagreement supporting the    Mss( ′x )  antecedents used to explain    yTSK
N ( ′x ) . 

This method needs threshold parameter   t2 , and different results will be obtained for different values of it.   
 
VII. Supporting Materials for Section XI’s Comprehensive Example: Preliminaries   
 

TABLE SM-3 
MF PARAMETERS FOR EACH OF THE THREE INPUTS 

i   Z1
i    Z2

i    Z3
i    Z4

i    Z5
i  

  c1
i    d1

i    a2
i    b2

i    c2
i    d2

i    a3
i    b3

i    c3
i    d3

i    a4
i    b4

i    c4
i    d4

i    a5
i    b5

i  
1 1 1.4 0.5 1.7 2.2 3 2 3.8 5.7 6.1 5.3 7.1 8 8.7 6.7 9.2 
2 0.7 1.8 1.2 2 2.8 3.8 3 4.4 5.2 6.4 4.6 6.2 7.2 8.2 7.4 9 
3 0 2.2 0.4 1.6 3.4 4.4 2.6 4.8 5.4 7.2 5.6 6.6 8.4 9.2 7.6 9.6 

 
 
 
 

TABLE SM-4 
LEFT- AND RIGHT-LEG FORMULAS, FOR THE FIVE MFS (

 
Z j

i ) IN 

FIG. 2, FOR EACH OF THE THREE VARIABLES (MF 
PARAMETERS WERE TAKEN FROM TABLE SM-3) 

i j  
l j

i  
 
rj

i  

1 1 NA   (1.4− x1) / 0.4  

 2   (x1 − 0.5) / 1.2    (3− x1) / 0.8  

 3   (x1 − 2) / 1.8    (6.1− x1) / 0.4  

 4   (x1 −5.3) / 1.8    (8.7 − x1) / 0.7  

 5   (x1 − 6.7) / 2.5  NA 

2 1 NA   (1.8− x2 ) / 1.1  

 2   (x2 −1.2) / 0.8    (3.8− x2 )  

 3   (x2 − 3) / 1.4    (6.4− x2 ) / 1.2  

 4   (x2 − 4.6) / 1.6    (8.2− x2 )  

 5   (x2 − 7.6) / 1.4  NA 

3 1 NA   (2.2− x3) / 2.2  

 2   (x3 − 0.4) / 1.2    (4.4− x3)  

 3   (x3 − 2.6) / 2.2    (7.2− x3) / 1.9  

 4   (x3 −5.6)    (9.2− x3) / 0.8  

 5   (x3 − 7.6) / 2  NA 

 
 
 
 

TABLE SM-5 
LEFT- AND RIGHT-LEG FORMULAS FOR THE THREE MFS IN FIG. 3 

Word Left leg (Word) Right leg (Word) 
Low NA   (4.76− x) / 3.54 ,   x ∈[1.22,4.76]  
Moderate   (x − 2.04) / 1.98 ,   x ∈[2.04,4.02]    (8.51− x) / 2.25 ,   x ∈[6.26,8.51]  
High   (x −5.92) / 3.1 ,   x ∈[5.92,9.02]  NA 
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TABLE SM-6 
JACCARD SIMILARITY BETWEEN EACH OF THE FIVE MFS FOR A VARIABLE IN FIG. 2 AND THE L, M AND H MFS IN FIG. 3. 

SHADED SIMILARITY IS THE LARGEST OF THREE AND IT PROVIDES THE LINGUISTIC WAY TO EXPRESS EACH OF THE FIVE MFS. 
Variable Similarities 

  x1  
  sJ (Z1

1, L) = 0.401    sJ (Z2
1, L) = 0.392    sJ (Z3

1, L) = 0.135    sJ (Z4
1, L) = 0    sJ (Z5

1, L) = 0  

  sJ (Z1
1, M ) = 0    sJ (Z2

1, M ) = 0.029    sJ (Z3
1, M ) = 0.688    sJ (Z4

1, M ) = 0.245    sJ (Z5
1, M ) = 0.055  

  sJ (Z1
1, H ) = 0    sJ (Z2

1, H ) = 0    sJ (Z3
1, H ) = 0.001    sJ (Z4

1, H ) = 0.487    sJ (Z5
1, H ) = 0.820  

  x2  
  sJ (Z1

2 , L) = 0.418    sJ (Z2
2 , L) = 0.408    sJ (Z3

2 , L) = 0.066    sJ (Z4
2 , L) = 0    sJ (Z5

2 , L) = 0  

  sJ (Z1
2 , M ) = 0    sJ (Z2

2 , M ) = 0.094    sJ (Z3
2 , M ) = 0.482    sJ (Z4

2 , M ) = 0.515    sJ (Z5
2 , M ) = 0.026  

  sJ (Z1
2 , H ) = 0    sJ (Z2

2 , H ) = 0    sJ (Z3
2 , H ) = 0.055    sJ (Z4

2 , H ) = 0.311    sJ (Z5
2 , H ) = 0.720  

  x3  
  sJ (Z1

3, L) = 0.368    sJ (Z2
3, L) = 0.513    sJ (Z3

3, L) = 0.078    sJ (Z4
3, L) = 0    sJ (Z5

3, L) = 0  

  sJ (Z1
3, M ) = 0.001    sJ (Z2

3, M ) = 0.148    sJ (Z3
3, M ) = 0.597    sJ (Z4

3, M ) = 0.263    sJ (Z5
3, M ) = 0.017  

  sJ (Z1
3, H ) = 0    sJ (Z2

3, H ) = 0    sJ (Z3
3, H ) = 0.033    sJ (Z4

3, H ) = 0.425    sJ (Z5
3, H ) = 0.560  

 
 
 
 

TABLE SM-7 
LEFT-AND RIGHT LEG FORMULAS FOR THE 

EIGHT  G
l  MFS IN FIG. 4 

 G
l  (l)   l(G

l )    r(Gl )  

40   y − 7.6    2(10− y)  
45   ( y − 7) / 0.6    (9.2− y) / 0.8  
39   ( y −5) / 0.7    2(6.8− y)  
65   2( y − 6.2)    (8.1− y) / 0.7  
44   ( y − 7.3) / 0.6    (9.5− y) / 0.8  
70   ( y − 6) / 1.1    (8.8− y) / 1.3  
64   ( y −5.6) / 0.8   (7.2− 7) / 0.4  
69   2( y − 7.5)    (9.8− y) / 0.9  
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